
Note:  The information contained in this presentation contains high level 
concepts that may not be exactly accurate, or exactly accurate for all 
IBM mainframes.  Please consult your IBM Z specialist and/or actual 
product documentation and manuals for information related to your 
particular system and environment.
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Some of the above are copied from official IBM publications and some 
are my working definitions for this presentation.
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D M command is in the Displaying System Configuration Information 
section of the MVS System Commands Reference manual
Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
Reference:  z/OS MVS System Messages for IEE174I, especially noting 
Form 6 and Form 12
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This presentation was created to help identify commands that can be 
used to query and manage input/output devices.  The concepts 
presented and the commands shown should be useful not only for day 
to day system operations, but also to assist with problem determination.
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Source:  SG24-5975 z900 Technical Guide
IBM introduced the parallel channel with System/360 during the early 
1960s. The I/O devices 
were connected using two copper cables called bus and tag cables. 
Figure 3-1 shows bus 
and tag cables connected sequentially to the control units. This is often 
referred to as “daisy 
chaining.” The last CU is equipped with channel terminator blocks. 

The architectural limit to the number of control units in the chain is 256, 
but electrical 
characteristics restrict the chain to a maximum of eight control units on 
a channel. 
Daisy chaining better utilizes a channel that has slow control units 
attached, but a single 
failing control unit or a bad cable connection can influence other control 
units chained on the 
channel. 
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From the z990 Technical Guide SG24-6947 you find this history:
IBM introduced the Processor Resource/Systems ManagerTM (PR/SM) 
feature in February 
1988, supporting a maximum of four logical partitions. In June 1992, 
IBM introduced support 
for a maximum of 10 logical partitions and announced the Multiple 
Image Facility (MIF, also 
known as EMIF), which allowed sharing of ESCON channels across 
logical partitions, and 
since that time, has allowed sharing of more channels across logical 
partitions (such as 
Coupling Links, FICON, and OSA). In June 1997, IBM announced 
increased support - up to 
15 logical partitions on Generation 3 and Generation 4 servers. 
The evolution continues and IBM is announcing support for 30 logical 
partitions. This support 
is exclusive to z990 and z890 models. 
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Reference SG24-5975 z900 Technical Guide
z900 GA December 18, 2000 (G7 CMOS Family)
One Channel Subsystem (CSS)
EMIF = Enhanced Multiple Image Facility  (This enables channel sharing 
among Processor Resource/Systems Manager (PR/SM) Logical 
Partitions (LP) for certain channel types (e.g., FICON).)
Max active LPARS 15
Max defined LPARs 15
Max CHPIDs 256
Max subchannels per LPAR 63K
Max subchannels per z900  512K
FICON Express16S on z13 and z14 now supports up to 32K 
subchannels (UAs) per channel
Need IOCDS to define connections from LPARs to Devices

From the z990 Technical Guide SG24-6947 you find this history:
IBM introduced the Processor Resource/Systems ManagerTM (PR/SM) feature in 
February 
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1988, supporting a maximum of four logical partitions. In June 1992, IBM 
introduced support 
for a maximum of 10 logical partitions and announced the Multiple Image Facility 
(MIF, also 
known as EMIF), which allowed sharing of ESCON channels across logical partitions, 
and 
since that time, has allowed sharing of more channels across logical partitions (such 
as 
Coupling Links, FICON, and OSA). In June 1997, IBM announced increased support 
- up to 
15 logical partitions on Generation 3 and Generation 4 servers. 
The evolution continues and IBM is announcing support for 30 logical partitions. 
This support 
is exclusive to z990 and z890 models. 
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Reference SG24-5975 z900 Technical Guide
z900 GA December 18, 2000 (G7 CMOS Family)
One Channel Subsystem (CSS)
EMIF = Enhanced Multiple Image Facility  (This enables channel sharing 
among Processor Resource/Systems Manager (PR/SM) Logical 
Partitions (LP) for certain channel types (e.g., FICON).)
Max active LPARS 15
Max defined LPARs 15
Max CHPIDs 256
Max subchannels per LPAR 63K
Max subchannels per z900  512K
FICON Express16S on z13 and z14 now supports up to 32K 
subchannels (UAs) per channel
Need IOCDS to define connections from LPARs to Devices
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Reference SG24-5975 z900 Technical Guide
z900 GA December 18, 2000 (G7 CMOS Family)
One Channel Subsystem (CSS)
EMIF = Enhanced Multiple Image Facility  (This enables channel sharing 
among Processor Resource/Systems Manager (PR/SM) Logical 
Partitions (LP) for certain channel types (e.g., FICON).)
Max active LPARS 15
Max defined LPARs 15
Max CHPIDs 256
Max subchannels per LPAR 63K
Max subchannels per z900  512K
FICON Express16S on z13 and z14 now supports up to 32K 
subchannels (UAs) per channel
Need IOCDS to define connections from LPARs to Devices
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Reference SG24-5975 z900 Technical Guide
z900 GA December 18, 2000 (G7 CMOS Family)
One Channel Subsystem (CSS)
EMIF = Enhanced Multiple Image Facility  (This enables channel sharing 
among Processor Resource/Systems Manager (PR/SM) Logical 
Partitions (LP) for certain channel types (e.g., FICON).)
Max active LPARS 15
Max defined LPARs 15
Max CHPIDs 256
Max subchannels per LPAR 63K
Max subchannels per z900  512K
FICON Express16S on z13 and z14 now supports up to 32K 
subchannels (UAs) per channel
Need IOCDS to define connections from LPARs to Devices
Max of 8 logical paths to any device (due to limit of 8 bit path mask in 
SCHIB)
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Reference SG24-5975 z900 Technical Guide
z900 GA December 18, 2000 (G7 CMOS Family)
One Channel Subsystem (CSS)
EMIF = Enhanced Multiple Image Facility  (This enables channel sharing 
among Processor Resource/Systems Manager (PR/SM) Logical 
Partitions (LP) for certain channel types (e.g., FICON).)
Max active LPARS 15
Max defined LPARs 15
Max CHPIDs 256
Max subchannels per LPAR 63K
Max subchannels per z900  512K
FICON Express16S on z13 and z14 now supports up to 32K 
subchannels (UAs) per channel
Need IOCDS to define connections from LPARs to Devices
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Source:  z990 Technical Guide SG24-6947
Z990 GA 6/16/2003  (G8 CMOS Family)
Introduces LCSS and PCHID
Max LCSS 4. (0,1,2,3)
Max active LPARS 30
Max defined LPARs 30
Max CHPIDs 1024

From the z990 Technical Guide SG24-6947 you find this history:
IBM introduced the Processor Resource/Systems ManagerTM (PR/SM) 
feature in February 
1988, supporting a maximum of four logical partitions. In June 1992, 
IBM introduced support 
for a maximum of 10 logical partitions and announced the Multiple 
Image Facility (MIF, also 
known as EMIF), which allowed sharing of ESCON channels across 
logical partitions, and 
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since that time, has allowed sharing of more channels across logical 
partitions (such as 
Coupling Links, FICON, and OSA). In June 1997, IBM announced 
increased support - up to 
15 logical partitions on Generation 3 and Generation 4 servers. 
The evolution continues and IBM is announcing support for 30 logical 
partitions. This support 
is exclusive to z990 and z890 models. 
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Source:  SG24-7124 z9 Technical Guide
z9 EC GA 9/16/2005  (G9 CMOS Family)
Adds multiple subchannel sets, max of 2 (SS-0, SS-1)   SS-1 only used 
for Aliases.
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Source:  SG24-7124 z9 Technical Guide
z9 EC GA 9/16/2005  (G9 CMOS Family)
Adds multiple subchannel sets, max of 2 (SS-0, SS-1)   SS-1 only used 
for Aliases.
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Source:  SG24-8251 z13 Technical Guide
Z13 GA 3/9/2015  (G13 CMOS Family)
Adds 2 more LCSS
Adds MSS SS-3
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Source:  SG24-8451 z14 Technical Guide
Channel Sharing:  Share a channel between LPARs within a LCSS
Channel Spanning:  Share a channel between LPARs across LCSS
Parallel Channels could neither share or span
ESCON Channels could share
FICON Channels could share and span
Most (All?) current channel types can be shared and spanned across all 
LPARS though the mechanism to do so may be different (e.g., PCIe 
features).
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Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
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Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
Reference:  z/OS MVS System Messages
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Source:  z/OS display
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Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
Reference:  z/OS MVS System Messages
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Source: zPDT

© Copyright IBM Corporation 2019 22



Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
Reference:  z/OS MVS System Messages
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Source:  zPDT
This just shows the first part of the display.  The next part shows the 
channel type for each CHPID
In this case, CHPID EF is an emulate device channel that is use for the 
DASD on this zPDT

PATHS NOT VALIDATED  (info from IEE174I Form 6)
For devices that are defined to come up offline, one of the following 
occurred during NIP processing: 

• The system did not validate the paths
• A failure occurred while the system was validating the paths.

For devices that are ‘genned’ online, during NIP processing
• A failure occurred while the system was validating the paths.

Use the VARY device command to validate the paths.
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Source:  zPDT
This just shows the first part of the display.  The next part shows the 
channel type for each CHPID
In this case, CHPID EF is an emulate device channel that is use for the 
DASD on this zPDT
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Source: z/OS Displays
CHPID 7B,  PCHID 05CD
HyperPAV Aliases defined
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Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
Reference:  z/OS MVS System Messages
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Source:  zPDT
This just shows the first part of the display.  The next part shows the 
channel type for each CHPID
In this case, CHPID EF is an emulate device channel that is use for the 
DASD on this zPDT
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Source:  z/OS display
Note:  multiple paths to a device, but one of the paths (7B) is having 
problems.
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Source:  Enterprise Tech Journal 2018/ Issue 4,  “Cognitive and Your 
IBM Z FICON Environment” by Steve Guendert, Ph.D.
Requires FICON Read Diagnostic Parameters support provided by APAR 
OA49089
See also: 
https://www.ibm.com/developerworks/community/blogs/e0c474f8-
3aad-4f01-8bca-f2c12b576ac9/entry/test?lang=en
Please note: The RDP function is supported on z/OS V2R1/V2R2 
running on z13 GA2(D27I) LPARs for all FICON channels. Contact your 
switch vendor for information about which switches support RDP and 
the required firmware level. RDP is supported on the DS8870 Control 
Unit with the 7.5 level of microcode or DS8880 Control Unit with the 8.1 
level of microcode for 16 Gbs host adapter cards only.
Linkinfo Options:
FIRST - displays the link diagnostic information that was obtained 
during IPL or when the physical path was brought online for the first 
time after IPL.
LAST - Displays the link diagnostic information that was last retrieved 
by the system. The system retrieves new information for a physical path 
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every 24 hours or when LINKINFO=REFRESH is specified. 
REFRESH - Requests that the system obtain new link diagnostic 
information for the physical path and then displays that information. 
This causes the prior information to be replaced and a subsequent 
LINKINFO=LAST request will also show this new information. 
Note: 
1. A REFRESH request does not cause the entry switch port, exit switch 
port and control unit port to retrieve new optical transceiver 
information. It simply causes the last retrieved values to be returned to 
the channel subsystem. The frequency that a port retrieves its own 
optical transceiver information is manufacturer and model specific. 
2. A REFRESH request will be rejected if the channel specified in the 
command is already processing the maximum number of concurrent 
requests. These requests could be from this system or other systems on 
the same processor. The maximum number of concurrent requests 
allowed for a channel is model dependent. 
COMPARE - Displays a comparison of the first and last set of link 
diagnostic information that was retrieved by the system. 
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Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
Reference:  z/OS MVS System Messages
From the System Commands Reference manual:
The DEVSERV PATHS command can help you solve hardware or 
configuration
problems. The display includes the status of paths, the channel path ids, 
the logical
mode of devices, the number of data sets allocated on volumes, and 
volume serial
labels. Because the DEVSERV command causes the system to issue an 
I/O request
on paths to a device or devices, the resulting display reflects the current 
physical
state of the path. Comparable displays from the DISPLAY M command 
reflect less
recent information from the last use of MVS control blocks. For example, 
assume
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that an I/O device is performing below normal and you suspect that 
some paths
to the device are offline. The DISPLAY M command might tell you that 
there are
four paths online to the device. The DEVSERV PATHS command might 
tell you
that there is actually only one online path. The DEVSERV command is 
more
current and thus more accurate. See “DEVSERV command” on page 236 
for
information about the DEVSERV command.
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Source: zPDT
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Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
Reference:  z/OS MVS System Messages
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Source: zPDT
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Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
Reference:  z/OS MVS System Messages
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Source: z/OS display
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Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
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Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
Reference:  z/OS MVS System Messages for IEE174I, especially noting 
Form 6 and Form 12
If the use of HMC caused a physical vs. logical path status mismatch, 
bring the channel path status back in sync by using one of the following 
MVS™ operator commands: 

If the physical status is online, CONFIG CHP (chp), ONLINE
If the physical status is offline, CONFIG CHP (chp), OFFLINE
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Source:  MVS System Commands Reference (e.g., SA38-0666 for z/OS 
2.1)
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Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
Reference:  z/OS MVS System Messages
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Source:  zPDT
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Source:  zPDT
Note:  In this example the Vary Path online did not automatically bring 
the device online, most likely because the path was brought offline by 
the Vary Path offline command.  In other cases the device may 
automatically come online when the logical path is brought online with 
the Vary Path command.

© Copyright IBM Corporation 2019 42



Reference:  MVS System Commands Reference (e.g., SA38-0666 for 
z/OS 2.1)
Reference:  z/OS MVS System Messages for IEE174I, especially noting 
Form 6 and Form 12

Additional recovery info:  Boxed Device 
(from z/OS 2.3 Knowledge Center,  z/OS MVS System Commands,  
System Operations)
Device boxing is used by the MVS™ system during error recovery as a 
means of maintaining data integrity and preventing data corruption. A 
device is also boxed if the operator issues the VARY 
devnum,OFFLINE,FORCE command. When a device is boxed, all 
outstanding I/O operations for the device are ended with permanent 
error status, and no new allocations to the device are allowed.
It is very important to understand that in the case of shared DASD, the 
boxed device is boxed only to the system that originated the boxing. The 
device is still accessible from other systems. This may lead to incorrect 
(or incomplete) data on the DASD volume. Such a situation must be 
reported to the owner of the data on the boxed-DASD. If the data-files 
are shared with other systems, it is recommended to put the device in 

© Copyright IBM Corporation 2019 43



offline status on all the sharing systems. Use VARY OFFLINE or 
OFFLINE,FORCE commands.
After the data sets are checked and recovered, the DASD volume may be 
put back online.
A device that is boxed and offline can be brought back online with the 
VARY devnum,ONLINE command. This will enable the UCW and perform 
online processing to the device. Assuming that the error condition has 
been resolved, the device will come online. If the error condition still 
exists, the device may remain in the boxed state.
A device that is allocated boxed may be brought back online with the 
VARY devnum,ONLINE,UNCOND command, if account procedures 
allow. Note that in this case, if the boxed device is DASD, volume 
verification (that is, VOLSER checking) is not performed. In this case, the 
VOLSER information can be obtained by entering a VARY 
devnum,ONLINE command to the DASD device or then entering a 
MOUNT command.
A DASD device that was offline (either boxed or not boxed) has the 
VOLSER details obtained from the device through the VARY 
devnum,ONLINE command. The VOLSER information is placed in the 
UCB as part of the vary online operation, if the vary online is successful, 
that is, that no out-of-line situations exist, for example, it is not a 
duplicate volume.
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Reference SG24-5975 z900 Technical Guide
z900 GA December 18, 2000 (G7 CMOS Family)
One Channel Subsystem (CSS)
EMIF = Enhanced Multiple Image Facility  (This enables channel sharing 
among Processor Resource/Systems Manager (PR/SM) Logical 
Partitions (LP) for certain channel types (e.g., FICON).)
Max active LPARS 15
Max defined LPARs 15
Max CHPIDs 256
Max subchannels per LPAR 63K
Max subchannels per z900  512K
FICON Express16S on z13 and z14 now supports up to 32K 
subchannels (UAs) per channel
Need IOCDS to define connections from LPARs to Devices

From the z990 Technical Guide SG24-6947 you find this history:
IBM introduced the Processor Resource/Systems ManagerTM (PR/SM) feature in 
February 
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1988, supporting a maximum of four logical partitions. In June 1992, IBM 
introduced support 
for a maximum of 10 logical partitions and announced the Multiple Image Facility 
(MIF, also 
known as EMIF), which allowed sharing of ESCON channels across logical partitions, 
and 
since that time, has allowed sharing of more channels across logical partitions (such 
as 
Coupling Links, FICON, and OSA). In June 1997, IBM announced increased support 
- up to 
15 logical partitions on Generation 3 and Generation 4 servers. 
The evolution continues and IBM is announcing support for 30 logical partitions. 
This support 
is exclusive to z990 and z890 models. 

© Copyright IBM Corporation 2019 50



Source: SG24-8451 IBM z14 Technical Guide
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Source: SG24-8251 IBM z13 Technical Guide
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Source: SG24-8251 IBM z13 Technical Guide
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Source: z/OS display
Note: All of the HyperPAVs show status of “01” – Devices not 
configured, UCB not found
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