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Agenda

1. System control for GDGE maximum specification

2. z/OS UNIX  commands using MVS data sets  “natively”

3. z/OSMF Incident Log to send redacted dumps

4. Install a single “Product” using z/OSMF 

5. Looking at SNA application activity on a system 

6. JES2 Emergency Subsystem

7. Sneak preview!  z/OS Universally Unique Identifier (UUID)



z/OS V2.3+ with APAR OA62222:  GDGE maximum 
specification

Why would I use this? Extended GDGs (GDGEs) were introduced in z/OS 2.2, which extended the maximum number 
of GDSes to 999 from 255.  
• IGGCATxx’s GDGEXTENDED (YES) allowed GDGEs to be used, which made a system limit of 999 generations.
• However, the GDGE LIMIT of 999 may be too high, not only for space reasons, but also for space management 

reasons. 
Now, an installation can indicate what the limit can be!

What it is: GDGLIMITMAX  in IGGCATxx.  Can be 0-999. 
• Specifies the maximum number allowed for the LIMIT parameter on an IDCAMS DEFINE GDG
• 0 means no maximum value for the limit, and the value in the DEFINE GDG LIMIT is used.   Default.
• This statement  is a system-wide change, it is a system wide change to both classic and extended GDGs.

How to use: 
• To change dynamically for definitions of new GDGEs, update your IGGCATxx with GDGLIMITMAX(nn),  then F 

CATALOG,RESTART

Handy commands:  MODIFY CATALOG,REPORT

Delivered on Idea  ZOS-I-2195, with 11 votes
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z/OS V2.5:  z/OS UNIX commands using MVS data sets  
“natively”

Why would I use this? Plenty of z/OS UNIX commands are wonderful to use (and familiar to many!) ,but 
what if you wanted to use them on an MVS data set?
• Some (not all) z/OS UNIX commands have been modified such that they can accept an MVS data set 

name, using a convention like “//USER.MVS.DATASET(MEMBER)”.  
• Those that didn’t support direct invocation on data sets, meant the user usually had to copy to a z/OS 

UNIX file, use the z/OS UNIX command, and usually, copy back into a data set.  More work!

Now, by using Data Set File System, you can use z/OS UNIX commands on MVS data sets*  “natively”.

What it is:  A facility in which z/OS UNIX applications can access data sets transparently by presenting 
them in a tree-structure, available from the /dsfs mount point in z/OS UNIX.

*As of now, supported MVS data sets are:  Sequential, PDS, PDSE.  RECFM=F,FB,FBS,V,VB,U.  
• Must be cataloged. 
• Compressed and/or encrypted ds are supported.  
• If you want more functions, Ideas are very welcome!
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z/OS V2.5:  z/OS UNIX commands using MVS data sets  
“natively”

How to use:   z/OS Data Set File System Administration book.  

High level configuration steps: 

1. Set up the DSFS user id, and the DSFS started task.

2. Define the FILESYSTPE of DSFS in BPXPRMxx. FILESYSTYPE TYPE(DSFS) ENTRYPOINT(IDFFSCM) ASNAME(DSFS)

• DSFS is its own colony address space.  It can be started at IPL, or later with SETOMVS RESET=(xx).

3. Optional:  Set up IDFPRMxx parmlib member for overrides of DSFS options, one per system in sysplex .

4. Create the utility file system for DSFS use.  

• The utility file system is a VSAM LDS that is formatted as a zFS. It is used internally by DSFS, but doesn’t need to be 

explicitly mounted. 

Refer to the book for additional information on:
• Creating new data sets with DSFS
• Monitoring and tuning
• Handy DSFS commands



z/OSMF Incident Log with Data Privacy 
for Diagnostics
What is this and why would I use this?
• z/OSMF Incident Log can streamline and automate collection of problem determination data across 

sysplexes.
• Incident data includes system-detected and user-initiated dumps, log, and other information for 

sending to a software vendor.  
• Data Privacy for Diagnostics (DPfD, z/OS V2.3+,  generated on z15+) can tag sensitive data  and 

subsequently produce redacted dumps which do not contain the tagged sensitive data.   
• The redacted dumps can then be made to software vendors for problem determination. 
• Use SMP/E FIXCAT IBM.Function.DataPrivacyForDiagnostics for all necessary PTFs.

• Combining two can allow redacted dumps to be forwarded to software vendors!

How to use: 
• z/OSMF Incident Log configuration is found in IBM z/OS Management Facility Configuration Guide
• DPfD set up is documented in z/OS MVS IPCS Customization 
• Incident Log determines the dump data set name via the Sysplex Dump Directory, therefore, putting 

the redacted dump name in that location allows it to be recognized and forwarded. 
• The Sysplex Dump Directory can be updated with a batch job, suitable for adding at the end of the 

redaction process using DPfD



z/OSMF Incident Log with Data Privacy 
for Diagnostics

See the incident and notice that you have a dump to redact
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z/OSMF Incident Log with Data Privacy 
for Diagnostics

Update the Sysplex Dump Directory to add the 
redacted dump which you just created



z/OSMF Incident Log with Data Privacy 
for Diagnostics

Send the incident to your software vendor in z/OSMF



z/OSMF Incident Log with Data Privacy 
for Diagnostics

Send the incident , with the redacted dump, to your software vendor



“Product” z/OSMF Portable Software Instance

Why would I use this? z/OSMF portable software instances (i.e. ServerPacs) are a simple method of installing a couple 
of products or middleware.  The advantages are clear, over CBPDO, and remain IBM’s strategic software package:
• FMIDs are pre-installed and have current service levels
• Data sets are pre-allocated and are rightsized.  
• z/OSMF GUI makes installing products between vendors is consistent, and easier to use for those less experienced.

What it is:  One or more products (which does not include the z/OS operating system), shipped in its own SMP/E CSI 
zones, fully installed and serviced and ready to deploy to your volumes with a couple of jobs. 

How to use: 
• Order a ServerPac from Shopz, select any product you want from the list.  Deploy with z/OSMF. 

• Reminder:  any and every Shopz ServerPac order is a z/OSMF portable software instance, as of July 10, 2022.

Limitations:  Portable software instances, just like the legacy ServerPac, arrive in their own new SMP/E CSI zones.  
• These zones cannot be added (or “merged”)  into an existing SMP/E zone today within the GUI.  However, 

experienced folks could do an SMP/E ZONEMERGE, if desired, themselves.   
• Vote!  https://ibm-z-hardware-and-operating-systems.ideas.ibm.com/ideas/ZOS-I-2828 “Add Ability to install new 

products into existing CSI with z/OSMF Software Management” 

https://ibm-z-hardware-and-operating-systems.ideas.ibm.com/ideas/ZOS-I-2828


“Product” z/OSMF Portable Software Instance

Note:  “Product ServerPac”  (triangle) precisely means that the product can be installed and serviced in its own 
SMP/E zones, without the z/OS operating system being in the same zone.  
(Circle indicates license,  diamond is internet delivery)

You are looking for  
solid triangles here!Everything on the next 

ordering lists will be only 
be a z/OSMF-installable 

package.



z/OS V2.4 OA63555:  SNA application activity

Why would I use this? To easily find current information about the maximum number of SNA applications and 
sessions on each system.  
• Knowing this information allows you to have insights into the amount of SNA application workload executing on 

z/OS.  

What it is:  Communications Server has exploited the z/OS Function Registry to store current information about 
SNA usage.    No setup by the user is necessary. 
• Function Registry is a set of in-memory control structures  (FXEXR) organized to  keep track of functions which 

have or have not been in used, according to the exploiter’s need.   
• Users or programs can access this Function Registry to understand better about system characteristics
• For now, IBM has limited exploitation of the Function Registry.  However, other software providers have been 

using it, and it offers a simple method for identifying what is currently in use on your system.

How to view information: 
• System command,  D FXE
• Batch invocation, PGM=FXEPRINT.  Sample is SYS1.SAMPLIB((FXEPRNTJ)
• Programmatic retrieval from FXEFR,  MVS Data Areas (ABE - IAR)

https://www.ibm.com/docs/en/SSLTBW_2.5.0/com.ibm.zos.v2r5.iead100/daintro.htm
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z/OS V2.4 OA63555:  SNA application activity

Detailed notes on Attributes reported (from SNA Network Implementation Guide) :

• The report is session counts for  the high-water mark of the number of SNA session endpoints in this host. 

• A a session might have two endpoints in the same host, if so both endpoints will be counted.

• RAPI (Resource Reservation Setup Protocol API ) only applications are non-TSO, non-TN3270, and non-

APPC=YES applications.

• APPC capable applications are applications whose APPL definition says APPC=YES. APPC capable applications 

can have RAPI sessions.

• RAPI sessions are the total number of non-TSO, and non-TN3270 sessions using VTAM’s RAPI interface.

• APPC sessions are the 6.2 sessions established using the VTAM/APPC interface.

• Only non-internal applications and LU-LU sessions get counted. 

• This explains the discrepancy observed in the number of LU-LU sessions displayed in the FXEPRINT output 

and the d net,sessions,list=all command.



z/OS V2.3+:  JES2 Emergency Subsystem

Why would I use this?   When there is a  JES2 critical resource shortage, you need to perform systems management 
tasks for analysis and resolution.  

What it is:  By having an emergency subsystem (which is the same, yet separate from the JES2 main subsystem), 
privileged work can occur.
• The emergency subsystem, defaulting to HASP, reserves a small percentage of BERTs, JQEs, JOEs, and 

SPOOL/Tracks for privileged use.  
• Emergency subsystem name is Identified with ESUBSYS keyword on MASDEF statement, if you want to 

specify the name.  
• Identifies a static subsystem (SUBSYS in IEFSSNxx), or if not defined JES2 dynamically adds one.  

Emergency Subsystem Default and Small environments possible:
• Small environment is intended when limited resources are defined;  maximum of 10 privileged jobs can be started 

at once.    
1. First turn off privilege support using $T LIMITS,PRIV=OFF 
2. Then, turn on privilege support requesting Small environment by using $T LIMITS,PRIV=ON,SMALLENV=ON.

• Privileged resource activation and reservation rules for environments are determined by JES2 (in JES2 Init and 
Tuning Guide)



z/OS V2.3+:  JES2 Emergency Subsystem
How to use: 
• LOGON SUBSYS(), 

• From VTAM prompt:  logon applid(tso) data('logon <userid> subsys(hasp)')
• submit a job to the emergency subsystem with SUBMIT SUBSYS parameter (z/OS V2.5 ISPF), 
• issue commands, 
• … 
…to the emergency subsystem which will use privileged resources to reduce shortage.

READ required to JES.EMERGNCY.<subsys> in FACILITY class for privileged work.    
Try this out ahead of time, so you know how to do this when you need to use it!

Note:  This simple logon may not
work due to a resource shortage! If so, then
logon direct from the VTAM prompt.  



z/OS V2.3+:  JES2 Emergency Subsystem

Handy commands:  $D LIMITS  ,   $T LIMITS 
• $D LIMITS   displays allocation history of a resource type.  It also presents a prediction for exhaustion of 

that resource, if it might be fully utilized soon.



z/OS V2.3+:  JES2 Emergency Subsystem
• LONG keyword is very helpful for displaying the top 10 jobs that are using a resource – both by 

count and rate.  Use this to help further your analysis to relieve the shortage.  



Also in SDSF, check out these associated 
options!
JRI: JES2 Resource Information, for JES2 
resource usage
JRJ:   JES2 resource usage and rates by job. 



z/OS 3.1: z/OS Universally Unique Identifier(UUID)
What it is: Knowing what SMP/E CSI “covers” a specific active z/OS system hasn’t been possible, at least in any official  
programmatic way.  This information is always just known by the z/OS System Programmer.  

Planned for z/OS 3.1, is the capability to correlate a UUID with a running z/OS system, which can then programmatically 
retrieve the SMP/E CSI which represents the running system when used as directed.

❖ This function is limited to the z/OS operating system Software Instance only.    Separately deployed program 
products and middleware are not applicable. 

What must I do to have this capability? 
✓ You must have an SMP/E CSI that accurately reflects your z/OS system in the first place.  If you have no SMP/E CSI that 

is specific to that running z/OS system, this capability is not applicable.
• We’ve always strongly recommended that you deploy z/OS with its own CSI so that you always have an accurate  

CSI that represents what was deployed!  
✓ You must install  a provided usermod during deployment, which contains the UUID.  We’ll provide the  SMP/E usermod 

and UUID when using z/OSMF Software Management and Workflow.
• Re-deployment, with a different CSI would mean the UUID must be updated.

✓ You must be using z/OSMF Software Management to generate the Software Instance UUID.
• z/OSMF Software Management keeps track of the UUID-Software Instance, which then gives us the CSI(s).

Why would I use this?  For any programmatic usage to find out what is installed on the running system, with confidence.  

What you can do in the future with z/OS!



z/OS 3.1: z/OS Universally Unique Identifier(UUID)

z/OS 3.1
With CSI

1.  Deploy

Driving System
(z/OS V2.5 +)

What you can do in the future with z/OS!

2. PostDeploy Workflow step
to install a usermod

++USERMOD…

UUID
1

z/OS 3.1
With CSI

++USERMOD…

IPLed System 
(z/OS 3.1)

3. z/OSMF Software 
Management 
Deploy for activation, 
with usermod  to 
uniquely identify 
Software Instance

UUID
2



Summary

1. System control for GDGE maximum specification

❖You determine the limit for the maximum number of GDGE generations you want, system-wide.

2. z/OS UNIX  commands using MVS data sets  “natively”

❖Now, use any z/OS UNIX command on MVS data sets, by referencing them like a file. 

3. z/OSMF Incident Log to send redacted dumps

❖Data Privacy for  Diagnostics + z/OSMF Incident Log = sensitive information redacted for program determination.

4. Install a single “Product” using z/OSMF 

❖A great way to add just a product or two into your enterprise, with ease.

5. Looking at SNA application activity on a system 

❖z/OS Functional Registry helps to surface this information, for SNA usage insights.

6. JES2 Emergency Subsystem

❖For urgent  system management tasks you need to do, to keep the system running. 

7. Sneak preview!  z/OS Universally Unique Identifier (UUID)

❖A breakthrough for having the z/OS system tell you where its SMP/E CSI is.  
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