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Major bank-logic bomber jailed for eight years

SolarWinds Orion: More US government agencies hacked



GDPS before Logical Corruption Protection
1. IBM defines IT resilience as the ability to rapidly adapt and respond to any internal or external disruption, demand, or threat, and continue business 

operations without significant impact. 

2. IT resilience is related to, but broader in scope, than disaster recovery. Disaster recovery concentrates solely on recovering from an unplanned event. It 
encompasses the Recovery Time Objective (RTO) and the Recovery Point Objective (RPO).

• RTO – How long can the business afford to wait for IT services to be resumed following a disaster?

• RPO – How much data is the business willing to recreate following a disaster?

3. GDPS is a portfolio of several solutions, each addressing a different set of IT resiliency goals that can be tailored to meet your RPO and RTO.

4. GDPS was designed to provide High Availability and Disaster Recovery capabilities to protect against a range of planned and unplanned site and 
infrastructure component outages using a combination of Metro Mirror, Global Mirror, Freeze, HyperSwap, and Sysplex functionality.

5. In a world of ever-increasing cyber attacks, addressing these objectives alone is no longer sufficient.

GDPS Metro

Near-continuous availability (CA) and 
disaster recovery (DR) within a 

metropolitan region

Two data centers

Systems can remain active
Multisite workloads can withstand site and 

storage failures

DR RPO equals 0 and RTO is 
less than 1 hour or 

CA RPO equals 0 and RTO minutes 

A B

PPRC

GDPS Global

Disaster recovery at
extended distance

Two data centers

More rapid systems disaster recovery with 
“seconds” of data loss

Disaster recovery for out-of-region 
interruptions

RPO seconds and RTO less than 1 hour 

A B

GM

Three or Four data centers

Near-continuous availability (CA) and 
Disaster recovery (DR) when running from 

any site

Designed for near-continuous availability within 
either region and RPO seconds and RTO less 
then one hour for unplanned region fail-over

GDPS Metro Global
3 or 4-site 

Near-continuous availability (CA) 
regionally and disaster recovery (DR) at 

extended distance from either region

GDPS Continuous Availability 

Two or more data centers
Disaster recovery for out-of -region 

interruptions
All sites active

RPO zero or seconds and RTO seconds 

Near-continuous availability, disaster 
recovery, and

cross-site workload balancing at 
extended distance



GDPS with Logical Corruption Protection

1. GDPS now includes Logical Corruption Protection support to protect against cyber attacks and more.

2. A licensed offering that can be deployed in a range of different GDPS solutions.

 LCP-Manager(MM) and LCP-Manager(GM)

3. Provides the ability to secure Point-In-Time captures of critical data using either FlashCopy or Safeguarded Copy.

4. These Point-In-Time captures can be used for a variety of purposes

Offline Backup
Backup the copy of the environment to offline media to provide a second layer of protection

Forensic
Recover the copy and use the copy to investigate the problem and determine what final recovery action is required.

Surgical
Extract data from the copy and logically restore back to the production environment

Validation
Regular analytics on the copy to provide early detection of a problem or reassurance that the copy is a good copy 
prior to a further action

Catastrophic
Recover the entire environment back to the point in time of the copy as this is the only recovery option



Required Characteristics for Protection Copies

Immutability
The secure copies must be 

protected against unauthorized 
manipulation .

Granularity
LCP must be able to create 
multiple secure copies to 
minimize data loss in the 

event of a corruption incident 

Isolation
The secure copies must be isolated 
from the active production data so 

that it cannot be corrupted by a 
compromised host system. This is 
also known as an Air Gap solution 



The Anatomy of LCP

Recovery devices enable the IPL of 
systems for data validation of the 

backup copy, forensic analysis of a 
potential corruption event or other 

recovery purposes.

Protection/Backup capacity provides one or more logical protection Point-In-Time copies 
which are not accessible by any systems. Additional security measures aim to protect 

these from inadvertent or malicious actions.

Source devices are where the copies 
are taken from. These could be 

production volumes in a virtual isolation 
environment or a staging volume where 
the environment is physically isolated.  

The source volumes inherit the 
security/protection provided by the 

production environment policies and 
capabilities.

Restore

Capture Recover

Recovery
Sysplex

Copy Sets

Copy Sets



Virtual versus Physical Isolation

RS1 RS2

Safeguarded 
Backup Capacity

RC1

Metro
Mirror

FCn RS1 RS2

Safeguarded 
Backup Capacity

RC1

Metro
Mirror

FCnRS3

Global
Mirror

AIR GAP

 The protection copies are created in one or more storage 
systems in the existing HA and DR topology.

 The storage systems typically reside in the same SAN and 
TCP/IP network as the production environment.

 Potential performance impact during the capture process.

 Additional storage systems are used for the protection copies.
 The storage systems do not typically reside in the same SAN or 

TCP/IP network as the production environment.
 The storage systems have restricted access and even different 

administrators to provide separation of duties.
 No performance impact during the capture process.



Safeguarded Copy Sets

RS1

8

RS2

Safeguarded 
backup 0

Safeguarded 
backup 1

Safeguarded 
backup  n 

Safeguarded 
Backup Capacity

…

Safeguarded 
backup 2

RCn

Incremental Restore

Capture Recover

Metro
Mirror

 Safeguarded Backup Capacity must first be configured on DS8000.
 Defined Backup Capacity should be based on retention period and 

data update rate.
 Maximum of 500 captures supported.
 Safeguarded captures can be recovered.
 Safeguarded Incremental Restore to Production will be supported 

via PH37131. Target date November 2021 

Recovery
Sysplex



FlashCopy Copy Sets

 Maximum of  11 FlashCopy sets supported
 Combination of FC(n) and RC(n)
 Copy sets can be configured and captured in both replication sites
 FlashCopy captures can be recovered and restored

Restore

Capture Recover

Recovery
Sysplex

RS2RS1
FC1

FC2

FCn

RCn

Metro
Mirror



Recovery Copy Sets

Capture
Recovery
Sysplex

RS2RS1

FCn

RC1

Metro
Mirror

Safeguarded 
backup 0

Safeguarded 
backup 1

Safeguarded 
backup  n 

Safeguarded 
Backup Capacity

…

Safeguarded 
backup 2

RC2

RCn



LCP Capture Frequency

Long 
Retention

Short 
Retention

SGC Backup Retention Period

High 
Frequency

Low 
Frequency

SGC Backup Interval Frequency

10 – 30 minutes 
per backup

Very few customers

1 – 2 hours
per backup

Some customers

4 – 6 hours
per backup 

Most common (especially for larger clients)

12 – 24 hours
per backup

Less common

> 14 day 
retention

7 – 14 day
retention

2 – 5 day
retention

1 day 
retention

Generally, only 
when constrained 

and doing high 
frequency 
backups

Customers 
needing at least 
a week that can 
afford capacity Most common

Rare and for 
lower activity 
environments



Safeguarded Backup Capacity

RS1

Safeguarded
Backup
Capacity

Capacity
Multiplier

2x



Expanding Safeguarded Backup Capacity

RS1

Safeguarded
Backup
Capacity

Capacity
Multiplier

4x



Using the Expanded Safeguarded Backup Capacity

Safeguarded Backup T6 (Originally  T1)

Safeguarded 
Backup Capacity

…

Safeguarded Backup T7

Safeguarded Backup T8 (Current)

Safeguarded Backup T4 (Gating)

Safeguarded Backup T5 (Gating)

Circular buffer
 The newly expanded area of the Backup Capacity may not 

become immediately available to subsequent captures.
 There may be one or more existing backups that are gating 

the use of the expanded area.
 These gating backups must be released before new captures 

can extended in to the expanded Backup Capacity.

Expanded
Safeguarded

Backup Capacity



Monitoring Expanded Safeguarded Backup Capacity

GEOTRC  AUTGEO   AZK1P PH26334-VPCESGC3: Scheduling Safeguarded Copy Backup Volume Expansion Monitor                      
GEOTRC  AUTGEO   AZK1P PH26334-VPCESGC3: Profile(GOLD_SGC_RS1) CopySet(1) Site(1)      
GEORPT ************************************************************                       
GEORPT *     SafeGuarded Copy Backup Volume Expansion Report      *                       
GEORPT * Report Token: 5F2A726C       Date: 20218  Time: 10:48:45 *                       
GEORPT ************************************************************                       
GEORPT * Copy Set: 1                                 Gated: 00008 *                       
GEORPT ************************************************************                       
GEORPT * Operator Cnt Source Volume    Pool vCapC vCapM Seqno *                       
GEORPT * -------- --- ---------------- ---- ------ ----- -------- *                       
GEORPT * AUT1MT1  003 00BAZ11.03 02-04 0013 011130 00010 5F2A70D2 *                       
GEORPT * AUT1MT3  001 00BAZ11.C5 03-03 0013 011130 00010 5F2A70D2 *                       
GEORPT * AUT1MT4  001 00BAZ11.FA 17-17 0012 005565 00005 5F2A70D2 *                       
GEORPT * AUT1MT4  003 00BAZ11.FA 18-1A 0012 016695 00015 5F2A70D2 *                       
GEORPT ************************************************************                       
GEORPT * Pool:   Backup Volume Storage Pool Identifier            *                       
GEORPT * vCapC:  Backup Volume Virtual Capacity (cylinders)       *                       
GEORPT * vCapM:  Backup Volume Virtual Capacity Multiplier        *                       
GEORPT * Seqno:  Capture sequence number that is gating expansion *                       
GEORPT ************************************************************                       
GEOTRC  AUTGEO   AZK1P PH26334-VPCESGC3: Safeguarded Copy Backup Volume Expansion Monitor 
GEOTRC  AUTGEO   AZK1P PH26334-VPCESGC3: Profile(GOLD_SGC_RS1) CopySet(1) Site(1)                                        
GEOTRC  AUTGEO   AZK1P PH26334-VPCESGC3: 8 Safeguarded Copy Backup volumes are currently expanding
GEOTRC  AUTGEO   AZK1P PH26334-VPCESGC3: Oldest sequence number is 5F291191 UTC(2020/08/04.07:43:13)                     
GEOTRC  AUTGEO   AZK1P PH26334-VPCESGC3: Current sequence number is 5F2A70EB UTC(2020/08/05.08:42:19)                    
GEOTRC  AUTGEO   AZK1P PH26334-VPCESGC3: Latest gating sequence number is 5F2A70D2 UTC(2020/08/05.08:41:54)
GEOTRC  AUTGEO   AZK1P PH26334-VPCESGC3: Check Safeguarded Copy Backup Volume Expansion Report Token(5F2A726C)                  



GDPS LCP Topologies

Topology Isolation Comments

MM2SITE Virtual Requires APAR PH17926

MM2SITE Physical Requires APAR PH17927

MM3SITE Virtual Requires APAR PH17926

MM3SITE Physical Requires APAR PH17927

GM2SITE Virtual Requires APAR PH17927

GM2SITE Physical Requires APAR PH40027 – Target October 2021

MGM3SITE Virtual On Metro Mirror replication leg – Requires APAR PH26080

MGM3SITE Virtual On Global Mirror replication leg – Requires APAR PH26080

MGM3SITE Physical Requires APAR PH10357

MGM4SITE Virtual Not currently supported

MGM4SITE Physical Requires APAR PH10357

MZGM3SITE Virtual On Metro Mirror replication leg – Requires APAR PH17926

MZGM3SITE Physical Not supported

MZGM4SITE Virtual On Metro Mirror replication leg – Requires APAR PH17926

MZGM4SITE Physical Not supported



GDPS Metro – Virtual Isolation

 Captures can be taken on the Metro Mirror primary or secondary volumes.
 Extended Long Busy used to establish data consistency during capture.
 Response time user impact may be experienced.

RS1

Metro
Mirror

RS2
SGC

GDPS Metro – MM2SITE

RS1

Metro
Mirror

RS2
SGC

RS3
SGC

Metro
Mirror

GDPS Metro – MM3SITE



GDPS Metro – Physical Isolation

RS1

Metro
Mirror

RS2
SGC

RS1

Metro
Mirror

RS2

RS3

Metro
Mirror

 Global Mirror is a physically isolated cascaded 
replication leg.

 Captures can be taken on the Global Mirror 
secondary volumes.

 LCP managed coordination to pause Global Mirror, 
achieve data consistency, and take the capture.

 No response time user impact experienced.
 No elongated RPO observed whilst Global Mirror 

paused. This is not a Disaster Recovery solution.

GDPS Metro – MM2SITE

GDPS Metro – MM3SITE

Global
Mirror

RS3

AIR GAP

SGC

Global
Mirror

RS4

AIR GAP

SGC

Global
Mirror

RS5



GDPS Global – Virtual Isolation

RS1

Global
Mirror

RS2
SGC

 Captures can be taken on the Global Mirror secondary volumes.
 LCP managed coordination to pause Global Mirror, achieve data 

consistency, and take the capture.
 No response time user impact experienced.
 Elongated RPO observed whilst Global Mirror paused.

GDPS Global – GM2SITE



GDPS Global – Physical Isolation

RS1

Global
Mirror

RS2
SGC

 Global Copy is a physically isolated cascaded replication leg.
 Captures can be taken via the Global Copy secondary volumes.
 LCP managed coordination to pause Global Mirror, achieve data 

consistency, and take the capture.
 No response time user impact experienced.
 Elongated RPO observed whilst Global Mirror paused. 

GDPS Global – GM2SITE

Global
Copy

RS3

AIR GAP



GDPS Metro Global – Virtual Isolation

 Captures can be taken via the Metro Mirror primary or secondary volumes, or the Global Mirror 
secondary volumes.

 LCP managed coordination to pause Global Mirror, achieve data consistency, and take capture on the 
Global Mirror secondary volumes.

 Extended Long Busy used to establish data consistency during capture on the Metro Mirror volumes.
 Response time user impact experienced when capturing on the Metro Mirror volumes.
 Elongated RPO observed whilst Global Mirror paused. 

RS1

Metro
Mirror

RS2

GDPS Metro Global – MGM3SITE

Global
Mirror

RS3

SGC SGC



GDPS Metro Global – Physical Isolation

 Global Copy is a physically isolated cascaded replication leg.
 Captures can be taken via the Global Copy secondary volumes. 
 LCP managed coordination to pause Global Mirror, achieve data consistency, and take capture on the 

Global Copy secondary volumes.
 Extended Long Busy used to establish data consistency during capture on the Metro Mirror volumes.
 No response time user impact experienced.
 Elongated RPO observed whilst Global Mirror paused.

RS1

Metro
Mirror

RS2

GDPS Metro Global – MGM3SITE

Global
Mirror

RS3

SGC

Global
Copy

RS4

AIR GAP



GDPS Metro Global – Physical Isolation

 Global Copy is a physically isolated cascaded replication leg.
 Captures can be taken via the Global Copy secondary volumes. 
 LCP managed coordination to pause Global Mirror, achieve data consistency, and take capture on the 

Global Copy secondary volumes.
 Extended Long Busy used to establish data consistency during capture on the Metro Mirror volumes.
 No response time user impact experienced.
 Elongated RPO observed whilst Global Mirror paused.

RS1

Metro
Mirror

RS2

GDPS Metro Global – MGM4SITE

Global
Mirror

RS3

SGC

Global
Copy

RS5

AIR GAP

Global
Copy

RS4



LCP Script Statements

LCP=CAPTURE PROFILE(profile_name)

 Schedule a capture for the specified profile name

 The LCP capture process differs depending on the operational LCP model implemented

LCP=RELEASE PROFILE(profile_name) VERSION(OLDEST|EXPIRED)

 Schedule a capture release based for the specified profile name

 OLDEST – Release only the oldest capture

 EXPIRED – Release all captures that are flagged expired

LCP=RECOVER PROFILE(profile_name)

 Schedule a recovery for the specified profile name

 Recovery is initiated in NOCOPY mode

 The capture to be recovered must be tagged for recovery via the capture panel

 Both FlashCopy and Safeguarded Copy captures can be recovered



LCP Script Statements

LCP=RESTORE PROFILE(profile_name) [PREPARECOPY]

 Schedule a restore or PrepareCopy for the specified profile name

 The capture to be restored must be tagged for restore via the capture panel

 Incremental restore of a Safeguarded Copy capture requires APAR PH37131



LCP Capture Flow

14:55:04  AAA_CAP_GOLD_SGC_RS2 PLANNED/STANDARD ACTION STARTED FROM STEP 1

14:55:04  LCP='CAPTURE PROFILE(GOLD_SGC_RS2)' STARTED

14:55:04  SCHEDULING LCP CAPTURE FOR MANAGEMENT PROFILE GOLD_SGC_RS2

14:55:04  EXCLUSIVE LCP FLAGSET SERIALIZATION OBTAINED BY LCP CAPTURE

14:55:04  GEO2777W 14 OF 134 VOLUMES ARE SAFEGUARD PROTECTED

14:55:05  SEQUENCE NUMBER 614884A8 HAS BEEN GENERATED FOR THIS SAFEGUARD CAPTURE

14:55:05  GEO2772I SAFEGUARD CAPTURE PHASE 1 RESERVATION STARTED

14:55:05  GEO2773I SAFEGUARD CAPTURE PHASE 1 RESERVATION ENDED SUCCESSFULLY

14:55:05  GEO2772I SAFEGUARD CAPTURE PHASE 2 RESERVATION SCAN STARTED

14:55:07  GEO2773I SAFEGUARD CAPTURE PHASE 2 RESERVATION SCAN ENDED SUCCESSFULLY

14:55:07  GEO2772I SAFEGUARD CAPTURE PHASE 3 CHECKIN STARTED

14:55:08  GEO2957I THE USER IMPACT TIME (UIT) FOR THIS SAFEGUARDED CAPTURE WAS 0.113 SECONDS

14:55:08  GEO2767W 14 OF 134 RS(2) VOLUMES WERE INCLUDED IN THE CAPTURE TO COPY SET SGC(1)

14:55:08  GEO2773I SAFEGUARD CAPTURE PHASE 3 CHECKIN ENDED SUCCESSFULLY

14:55:08  GEO2775I LCP SAFEGUARD CAPTURE ENDED SUCCESSFULLY

14:55:08  EXCLUSIVE LCP FLAGSET SERIALIZATION RELEASED

14:55:09  LCP='CAPTURE PROFILE(GOLD_SGC_RS2)' ENDED RC=0

14:55:09  AAA_CAP_GOLD_SGC_RS2 PLANNED/STANDARD ACTION ENDED

15:36:25  AAA_CAP_GOLD_SGC_RS1 PLANNED/STANDARD ACTION STARTED FROM STEP 1

15:36:25  LCP='CAPTURE PROFILE(GOLD_SGC_RS1)' STARTED

15:36:25  SCHEDULING LCP CAPTURE FOR MANAGEMENT PROFILE GOLD_SGC_RS1

15:36:25  EXCLUSIVE LCP FLAGSET SERIALIZATION OBTAINED BY LCP CAPTURE     

15:36:27  SEQUENCE NUMBER 61488E5B HAS BEEN GENERATED FOR THIS SAFEGUARD CAPTURE

15:36:27  GEO2772I SAFEGUARD CAPTURE PHASE 1 RESERVATION STARTED

15:36:27  GEO2773I SAFEGUARD CAPTURE PHASE 1 RESERVATION ENDED SUCCESSFULLY

15:36:27  GEO2772I SAFEGUARD CAPTURE PHASE 2 RESERVATION SCAN STARTED

15:36:28  GEO2773I SAFEGUARD CAPTURE PHASE 2 RESERVATION SCAN ENDED SUCCESSFULLY

15:36:28  GEO2949I SCHEDULING CGPAUSE FOR SESSION PRODUCTI

15:36:28  GEO2950I MONITORING COMPLETION OF CGPAUSE FOR SESSION PRODUCTI

15:36:29  GEO2951I SESSION PRODUCTI HAS BEEN SUCCESSFULLY CGPAUSED

15:36:29  GEO2772I SAFEGUARD CAPTURE PHASE 3 CHECKIN STARTED              

15:36:30  GEO2957I THE CHECKIN TIME FOR THIS SAFEGUARDED CAPTURE WAS 0.160 SECONDS

15:36:30  GEO2767W 0 OF 12 RS(1) VOLUMES WERE INCLUDED IN THE CAPTURE TO COPY SET SGC(1)

15:36:30  GEO2773I SAFEGUARD CAPTURE PHASE 3 CHECKIN ENDED SUCCESSFULLY

15:36:30  GEO2949I SCHEDULING RESUME FOR SESSION PRODUCTI

15:36:32  MONITORING SESSION PRODUCTI FOR 'RUNNING' STATE

15:36:33  SESSION PRODUCTI WAS RETURNED TO 'RUNNING' STATE IN 3.048 SECONDS

15:36:33  GEO2951I SESSION PRODUCTI HAS BEEN SUCCESSFULLY RESUMED

15:36:33  RPO EXPOSURE FOR SAFEGUARD CAPTURE WAS 5.094 SECONDS 

15:36:35  GEO2775I LCP SAFEGUARD CAPTURE ENDED SUCCESSFULLY         

15:36:35  EXCLUSIVE LCP FLAGSET SERIALIZATION RELEASED     

15:36:35  LCP='CAPTURE PROFILE(GOLD_SGC_RS1)' ENDED RC=4

Metro Mirror Virtual Isolation Global Mirror Virtual Isolation



List Management Profiles

Create, Modify, or Delete Management profiles

Display LCP Captures

Display  Safeguarded Copy Backup data, virtual and 
physical capacity statistics

Display LCP Volume Configuration data

Display Disk Subsystem Storage Pool statistics



Modify a Management Profile

Manage Profile name, consistency group, and 
replication site

Safeguarded Copy or FlashCopy profile

Retention period of LCP captures, days, hours, 
minutes

Minimum elapsed time between successive LCP 
captures

Maximum permissible time for the reservation 
scan before the LCP Capture is aborted

Maximum permissible time for Check In before the 
LCP Capture is aborted



List Captures

List all recorded captures for a specific 
management profile, data includes:

The Capture sequence number

The z/OS UTC timestamp (converted sequence 
number)

The number of volumes that participated in the 
LCP Capture

Flags – Expired, Invalidated, Tagged, Recovery

LCP Volume configuration flags, Pending 
Configuration Deletion, Safe To Delete, and 
Capture In Doubt



Tagging a Capture

A Capture must be tagged to identify it as the 
candidate for a Restore or Recover operation



List Volumes

List all volumes for a particular capture, the data 
includes:

The Capture sequence number

The z/OS UTC timestamp (converted sequence 
number)

The number of volumes that participated in the 
LCP Capture

Flags – Expired, Invalidated, Tagged, Recovery

LCP Volume configuration flags, Pending 
Configuration Deletion, Safe To Delete, and 
Capture In Doubt



Query Safeguarded Volume

Query a specific volume, the data includes:

Configuration and Capacity information for the 
Source and Safeguarded Backup volume

Backup sequence number

Backup tracks used

The number of volumes that participated in the 
LCP Capture

Flags – Expired, Backup configured, expanding, or 
gating, Backup invalid, Backup in recovery, Backup 
prepared for incremental restore



List Backups

List all Safeguarded backups, the data includes:

Configuration and Capacity information for the 
Source and Safeguarded Backup volumes

Storage pool identifier for the source and backup 

Capacity of source in cylinders

Multiplier for the backup

Virtual backup capacity utilization

Oldest sequence number

Flags – Full or Extent Space Efficient provisioning, 
Backup configured or expanding, Volume is 
participating in a recovery, Volume is prepared for 
an incremental restore



List Volume Configuration Data

List the LCP volume configuration data, the data 
includes:

Expiration status based on defined retention 
period

State Flags – A volume will participate in the next 
capture, a volume is Pending Configuration 
Deletion (it cannot yet be removed from the LCP 
configuration),  a volume is Safe To Delete (it can 
now be removed from the LCP configuration)



List Storage Pools

List Disk Subsystem Storage Pool Configuration and 
Capacity information, the data includes:

Storage pool identifier 

Storage pool type

Extent Size

Capacity metrics in GiB, Extents, and GB providing 
Usable capacity, Provisioned capacity, Available 
capacity, and Percentage used



List Storage Pools Detailed

A detailed view of the selected Storage Pool

Provides detailed capacity information for a range 
of sub-categories



Notable GDPS LCP APARs

PH17926 – LCP Management Profiles + Basic MGM4SITE External support

PH17927 – LCP-Manager (GM) support 

PH10357 – MGM3SITE/MGM4SITE Enhanced External LCP support

PH26333 – SGC Persistent Recovery Copy support

PH26080 – MGM3SITE Virtual Isolation + Global Mirror Virtual support 

PH26334 – Dynamic Safeguarded Backup Volume expansion support

PH26346 – Multiple Recovery Copy Sets support

PH32039 – LCP FlagSet Enhancements

PH37133 – DS8000 Storage Capacity Reporting

PH37253 – Improved error handling for LCP=RECOVER

PH40027 – GM2SITE External LCP support – Target October 2021

PH35271 – Performance improvement to Safeguarded capture operation – Target November 2021

PH37131 – Safeguarded Copy Restore to Production – Target November 2021


