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Everything you wanted to know about mainframe 
security, pen testing and vulnerability scanning .. But were 

too afraid to ask!
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Introduction

Å Mark Wilson

ïTechnical Director at RSM Partners

ïL ŀƳ ŀ ƳŀƛƴŦǊŀƳŜ ǘŜŎƘƴƛŎƛŀƴ ǿƘƻΩǎ ǎǇŜŎƛŀƭƛǎǘ ǎǳōƧŜŎǘ ƛǎ aŀƛƴŦǊŀƳŜ 
Security

ï I have been doing this for over 30 years(35 to be precise J)

ïThis is part seven of seven one hour long sessions on mainframe 
ǎŜŎǳǊƛǘȅΧ

ïFull details can be seen on the New Era Website:

Åhttp://www.newera-info.com/MF-SEC.html

http://www.newera-info.com/MF-SEC.html


My passions outside of work?

Å hƴŜ ǿƛŦŜ ŀƴŘ ǘƘǊŜŜ ŘŀǳƎƘǘŜǊǎΧΦΦŜƴƻǳƎƘ ǎŀƛŘΧΦΦŘƻƴϥǘ ƘŀǾŜ ŀƴȅǘƛƳŜ ƻǊ 
ƳƻƴŜȅ ŦƻǊ ŀƴȅǘƘƛƴƎ ŜƭǎŜΧΦƻǊ ǎƻ ǘƘŜȅ ǘŜƭƭ ƳŜ J

Å Motorbikes

ïwww.wilson-mark.co.uk

Å Football

ïwww.wba.co.uk

Å Scuba Diving

ï²ŀȅ ǘƻƻ Ƴŀƴȅ ƭƛƴƪǎ ǘƻ ƭƛǎǘ ƘŜǊŜΧΦΦ.ǳǘ L ƘŀǾŜ ōŜŜƴ ŀƴŘ ŘƛǾŜŘ ƘŜǊŜ

ïhttp://en.wikipedia.org/wiki/Chuuk_Lagoon

http://www.wilson-mark.co.uk
http://www.wba.co.uk
http://en.wikipedia.org/wiki/Chuuk_Lagoon
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OBJECTIVES



Objectives

ÅWe have covered a fair amount of technical stuff over the last few 
months

Å This is not so much of a technical session

ÅWe will look at the skills needed to do mainframe security properly

ÅWe will look at some of the processes we need

Å Then we will take a look at the tools required today



Full Day Workshop
Session ?????

Skills



Skills

Å This is not just an IT security issue

ÅWe know we have an IT skills issue and this is even more evident in 
the mainframe security space

ÅWe need a wide array of skills:

ïSecurity Administration

ïSecurity Engineering

ïAuditing

ïRisk, Compliance, Assurance

ïA TranslatorΧΦΦŜǊ ŀ ǿƘŀǘΚΚΚ



Process



Process

Å I must admit being a mainframe techie / systems programmer I 
ƘŀǾŜ ƴŜǾŜǊ ōŜŜƴ ŀ ōƛƎ Ŧŀƴ ƻŦ ǇǊƻŎŜǎǎΧ

ÅMy how times have changed......

ÅWe need formal, well documented and well managed processes for:

ïJoiner, Mover & Leavers (JML)

ïRole Based Access Control (RBAC)

ïRe-Certification

ïData Classification



JML

Å This needs to be an Enterprise Wide process

Å Its not just about your mainframe users

ÅOne day we had a user called FRED

ïWho was a senior VP in the marketing team, who left to join a 
competitorΧΦΦ What a tale that was!!



Role Based Access Control (RBAC)

Å Something a lot of organisations believe they have actually 
implemented

Å From a mainframe security perspective this is granting access in a 
logical and structured matter

Å Implementing RBAC needs careful planning and analysis of the 
current access patterns of your user base

Å You need a design and a detailed plan



Re-Certification

Å This is so much easier if you have implemented RBAC as it allows 
the organisation to:

ïFrom a User perspective review which roles each user has on a 
fairly regular basis

ïFrom a role perspective look at what access rights a role has

Å ButΧΦLŦ ǿŜ ŀǊŜ ƎƻƛƴƎ ǘƻ ŀǎƪ ǘƘŜ ōǳǎƛƴŜǎǎ ǘƻ Řƻ ǘƘƛǎ ǿŜ ƴŜŜŘ ǘƻ 
couch the reports/data we give them to review in business terms 
and not just a list of RACF, ACF2 or TSS resources



Data Classification

Å In my opinion this is one of the main building blocks for delivering a 
strong mainframe security implementation

Å How can we expectΧ

ïOur adminsitarors to effectivley manage 

ïOur business users to recertify access if they

ïOur securty engineers to implemenet the correct level of 
monitoring, alaerting and reporting if they

Å The problem is this is a large project for most organisations as we 
tend to have a lot of data and resources on our mainframe systems



Tools



Tools

Å The days of the techies writing bespoke tools/solutions for their 
own organisation are long over

ÅMark the Systems Programmer writing Assembler, REXX, etc is a 
major risk to most organisations today



Tools

ÅWhat about when MarkΧ

ïMoves team/department

ïLeaves the organisation

ïRetiresΧΦΦōŜŎŀǳǎŜ ǘǊǳǎǘ ƳŜ aŀǊƪ ǿŀƴǘǎ ǘƻ ǊŜǘƛǊŜ

Å But also what happens when:

ïIBM/ISVs update their products and your tools stop working

ïYou have a major issue with the tools and Mark is not available

Å There are way too many risks for any large organisation to rely on a 
bit of code that Mark the Sysproghas writtenΧΦ



Tools

Å Trust me I know my coding abilities J

Å Therefore, we must look to the professional tool developers for 
solutions

Å The tools are:

ïDesigned by Security Professionals

ïWritten by, in most cases experienced Software Developers

ïSupported by the vendor 24 x 7

ïThey are tested with the latest releases of z/OS and other 
software products



Tools

Å The Techies, Engineers or Security Engineers should be focused on 
integrating the tools you have acquired into your processes and 
procedures

Å And not creating/writing tools with all of the risks previously 
mentioned

Å So we need to look to the market for solutions and we do have 
some choices



²ƘŀǘΩǎ ƻǳǘ ǘƘŜǊŜΚ

Å The majority are RACF focused, but some do support ACF/2 and TSS

Å The key players are:

ïIBM with zSecure

Åhttps:// www-
01.ibm.com/software/security/products/zsecure/index.html

ïVanguard

Åhttps://www.go2vanguard.com/

ÅMake sure the tools you choose can meet the majority if not all of 
your requirements

https://www-01.ibm.com/software/security/products/zsecure/index.html
https://www.go2vanguard.com/


²ƘŀǘΩǎ ƻǳǘ ǘƘŜǊŜΚ

ÅOther RACF tools

ïASPG with ERQ

ïBeta Systems with BETA88

ïSEA with RA/2, RA2002 and RA/7

ïRSM with RACF GUI

ïEtcΧΦΦΦ

Å There are ACF2 and TSS tools available from:

ïEKC

ïINFOSEC

ïEtcΧΦΦΦΦ



Tools

Å DonΩt rush in and buy  the cheapest tools out there

ÅGather ALL of your requirements

ÅMake sure their solutions can meet your requirements

Å And rememberΧ

Quality is remembered long after the price is forgotten



Education



Education

Å Is a key component in any security strategy

Å And this is not just about technical training for the security teams

ÅWe need to educate our users and not just the users of our 
mainframe systems

Å Security Awareness training is just as important as technical training 
for the engineers



Education

Å However, as we are all techies lets focus on that..

Å There are many organisations out there offering mainframe security 
training

Å Just google RACF Administration trainingΧ



Education

Å IBM

Å Vanguard

Å Stu Henderson

Å RSM Technology

Å RSH Consulting

Å Then you have the conferences

ïShare

ïGSE UK and Europe

ïVanguard



Putting the tools to use



The good old days!



The good old days

Å Process the previous 24 hours SMF and physically print it

ÅWho remembers this?



The good old days

Å.ŜƭƛŜǾŜ ƛǘ ƻǊ ƴƻǘ ǘƘŜǊŜ ŀǊŜ ǎǘƛƭƭ ƻǊƎŀƴƛǎŀǘƛƻƴǎ ǿƘƻ Řƻ ǘƘƛǎ ǘƻŘŀȅΧ

ÅOK, they may not print it all, but they review the previous 24 hours 
activity

Å{ƻΣ ƛŦ ȅƻǳ Ǌǳƴ ȅƻǳǊ ǊŜǇƻǊǘǎ ŀǘ лсΥллƘǊǎ ŜŀŎƘ ŘŀȅΧΦIƻǿ ƳǳŎƘ ǘƛƳŜ 
do I have to play with your system before you realise something is 
wrong?



Where are we 
getting it wrong?



Where are we getting it wrong?

Å Processing data that is up to 24 hours old is just not a viable 
solution in the world we live in today

Å Having to pore over thousands of lines of output is too time 
consuming and prone to error and not viable for the world we live 
in todayΧΦΦ



Where are we getting it wrong?

ÅWhat world do we live in today?

ïWe live in a world where our IT Systems are under constant 
attack from inside and outside of the organisation

ïMany of the thinkers in this space believe the bad guys/gals are 
already in our organisations and wandering around our 
networks and servers doing something

ïWe need to know what they are up to and we need to know as 
soon as they start doing something

ïIBM has stated that the average time to realise a breach has 
occurred is 205 days and ƛǘΩǎ ǳǎǳŀƭƭȅ ŀ client or the FBI who 
notices it first



Where are we getting it wrong?

ÅOther challenges we see/face:

ïReports are produced, but no one really looks at them

ïIf the reports are created/reviewed there is quite often a lack of 
understanding

ïLack of a dedicated monitoring team or SOC

ÅAnd in some cases when they do exist, they see the 
mainframe as an environment too complex or too secure 
that does not require their attention

ïLack of proper planning, we see clients just producing alerts and 
monitoring reports just to appease the auditors



Where are we getting it wrong?

Å Conversation that we were party to at a client..

ÅWhat do you think audit may want to see?

Å DonΩǘ ǊŜŀƭƭȅ ƪƴƻǿΧΦΦōǳǘ ƭŜǘΩǎ create the following reports and 
ŀƭŜǊǘǎΧΧΦΦǘƘŀǘ ǿƛƭƭ ƪŜŜǇ ǘƘŜƳ ƘŀǇǇȅΧΧ

ÅwŜǎǳƭǘΧΦ

Å A solution thatΩs most likely not fit for purpose

ÅWith no real owner



Where are we getting it wrong?

Å So, hopefully you can all see that processing our log data 24 hours 
after the event is just no longer fit for purpose

Å Alerting needs to be Real Time and it needs a purpose

ÅWe need to move to exception based reporting, so that we can see 
the wood for the trees!



Where are we getting it wrong?

Å And its not just a mainframe issue!

Å Ever heard of a SIEM?

Å How many of you have a solution?

Å How many of you are integrating your mainframe data into your 
SIEM?

Å²Ƙŀǘϥǎ ǘƘŜ ƻƭŘ ǎŀȅƛƴƎΧΦ !ōƻǳǘ ǘƘŜ ƘƻǊǎŜ ƘŀǾƛƴƎ ŀƭǊŜŀŘȅ bolted!!





What's an SIEM?


